(3) Say you have 8 coins and one of them is heavier
than the other 7, but you can’t tell by looking at
it or just by touch. Say that you do however have
a balance scale which if you weigh coins against
each other and will tell you if the left pan is heavy,
right pan is heavy or both pans are equal.

(a)

(b)

If the location of the heavier coin is a ran-
dom event, how much information is learned
on average when you are told which coin is
heavier?

If you really do gain logs(3) ~ 1.58 bits of
information per weighing, what is the max-
imum number of weighings that you should
need to determine which of the 8 coins is the
heavy one? Explain why (write a sentence!).
Draw a decision tree which demonstrates
that it is possible to determine which of the
coins is heavy in this number of weighings.

(d) Say that you weigh coins 1 and 2 vs. 3 and

4 on your first weighing. How much infor-
mation do you learn on average from that
particular weighing?









(a) Calculate [1]X].

(b) Calculate the expected number of binary
registers needed to store Z.
A Wt s H(Z) —
(¢) Calculate the uncertainty of Z given, that

x-0 H(Z| X=0)/ Ta
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(e) Calculate H[Z|Y].




Information Theory Definitions

Definition: The conditional entropy of a random variable X given
an event
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Information Theory Definitions

Definition: The Entropy of a random variable X
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Definition: The entropy of two random variables X and Y.
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4. You cast a pair of dice: die #1 shows X and #2 shows Y but you only record X - Y.
a) How much information have you lost in doing this?
b) What is the expected number of bits you need to store 300 samples of X +~Y?

6. Verbally explain why your intuition tells you that we must have H(Y|X)<=H({X)
and when should we have eguality.

(2) Random words are created by choosing the first letter using the following table
of single letter statistics then each subsequent letter is chosen using the table of
biletter statistics shown to the right.

PO e 'A B C D
;“f Al4 01 5
lclal B3 10 6
D3 air e v 4y
D10 9 0

(a) How much information do you learn on average when you are told a two letter
word given that you know that the word begins with the letter A?

(b) How much information do you learn on average when you are told a two letter
word given that vou know that the word ends with the letter D?

(¢) How much information do you learn on average when you are told a two letter
word given that vou know at least one of the letters is a D7

3. Let X,¥,Z be produced by spinning the
attached fortune wheel, with X,Y,Z
given by the inner, middle and
outer circles respectively. 3
Calculate: 1
a) H(Y|X,Z)
1
b} H(X x 2)
¢) The expected amount -1
of information about
Z you get when you <
are told the values
of X and Y.

4. Suppose a random cryptosystem is obtained as follows:
The message consists of two independent random variables
X1 , X2 both generated by spinning a wheel with arcs labelled
0,1 of lengths 1/4 and 3/4 respectively. Let there be four
equiprobable keys with the following corresponding encrypting
transformations: \

kl: (X1,X2} =---> (X1,X2) X “:—h (
k2: (X1,X2} ---> (X2,X1) ) /(\ [" W\,
- / | v 5y
K3: (X1,X2) =--> (X1, (X14X2) mod 2) 13/ X[, \ g/f
Ké: (X1,X2) ---> ( (X1+X2) mod 2 , X1 ) ‘ot A" Yie
Calculate the entropy of the cyphertext. \ X 10 \ 2
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]
X)|=H(Y)+ H(X
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we may rewrite the definition of (X, Y) as

1
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