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Cyclotomic Polynomials and Primitive Roots
1. Cyclotomic Polynomilals

We recall that the Moebius function is defined by setting for any integer m
u(m) = { (—=DF if mis a product of k£ distinct primes, and 11
0 otherwise
For instance the following table gives first ten values of p

m 1 2 3
m 1 —1 —1

4 5 6 7 8 9 10
0 -1 1 -1 0 0 1
It is customary to define a partial order on the natural numbers by setting d < n if and only if

”

d divides n. Sometimes the symbol “|” is used instead of “ <”. The importance of the Maebius

function derives from the following basic result.

Theorem 1.1
If {A, }n>1 and {By}n>1 are two sequences of numbers related by the equations
B, = Y A4 (YVn>1), 1.2
d=<n
then
n
An = Z: B, N(E) ( Vn>1 ) s 1.3

and conversely if the relation 1.8 holds then 1.2 must hold as well.

Proof
Note that if we set B,,, =, <m Ag in the right hand side of 1.3 it becomes

ST(Y Ad) )
m=n d=xm m
Changing order of summation this can be rewritten as
n
Z A ( Z 'U(E) ) 1.4
d d=<m=<n

Now it develops that for any two integers d < n we have

Z M(ﬁ) _ {1 ifd=n,and 15

m 0 otherwise
d=<m=<n

The reason for this is that if d < m =< n then we can write m = dm’ and n = dn’ which allows us
to cancel the common factor d and rewrite this sum as
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Clearly, when d = n then n’ = 1 and this sum reduces to the single term p(1) = 1. This gives the
first case of 1.5. On the other hand when d is strictly less than n, then in 1.6 the sum runs over all
divisors of n’ which only have distinct prime factors. Since those that have a even number of such
factors contribute a 1 to the sum and those that have an odd number of such factors contribute a
—1 and there is an equal number of each, their contributions do cancel out completely, yielding the
second case of 1.5. We can now use 1.5 in 1.4 and see that the sum there reduces to the single term
A, yielding the desired identity 1.3.

If an integer n has the factorization

where p1,po, ..., pr are distinct primes then it is customary to set
1 1 1

dn) = 1—-—)1——)---(1=—) n 1.7
P b2 Pk

This formula defines the so called Fuler ®-function and it gives the the number of integers m in
the interval [1,n] that have no factor in common with n. In symbols, we may express this fact by
writing

d(n) = #{me[l,n] : (mn)=11}

where as customary the symbol (m,n) denotes the greatest common divisor of m and n. It is not
difficult to see that 1.7 may also be rewritten in the form

®(n) = Y u(d) %. 1.8

d=<n

An example will suffice to convince the reader of the validity of this identity. Let n = 233%5. Note
that the definition 1.1 gives that u(d) vanishes for any d that is divisible by the square of a prime.
Thus the only divisors of n that contribute to the sum in the right hand side of 1.8, when n = 23325
are

1,2,.3,5,2x3,2x5,3%x5,2x3x5

Consequently, the right hand side of 1.8 in this case reduces to

N S S R D S| 1
2 3 3 7" 2x3 " 2x5 " 3x5  2x3x5/)"

However, this may also be rewritten as

(-0 -30 -5
2 3 5
which shows that 1.7 and 1.8 are one and the same in this case. The general case can be verified in

exactly the same manner.
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We recall that a root of unity w = e2™"/" is said to belong to the exponent e or that e is the

exponent of w and write E(w) = e if and only if

w® = 1 but
w® # 1 foranys<e

We recall that the Cyclotomic polynomial ¢,,(z) may be defined by setting

dom@) = [ a-2). 1.9

E(w)=m
The following identities are basic:
Theorem 1.2
1-2" = [ ¢alx) 1.10
d=<n
u(z) = J[ (@—amyGw 111
m=<n
Proof

Note that if w™ = 1 then the exponent F(w) must divide n, for if not the greatest common
divisor d = (E(w),n) would be strictly smaller than E(w) and since we would also have w? = 1 we
would contraddict the very definition of F(w). This given, the first identity is immediate since the
the roots of the polynomial 1 — z™ are the complex numbers w = e?™*% for r = 0,1,...,n — 1 and
each must belong to an exponent d which, as we have seen, must necessarily divide n. This remark

may be translated in the equalities

- = Jla-2 = 1 II a-2,

wn=1 d=<n E(w)=d

The last of which is 1.10. To prove 1.11 we equate the logarithms of both sides of 1.10 and get

log(1—a") = Y logda(w) .

d=<n

We can thus use Theorem 1.1 with A4,, = log ¢,,(z) and B,, = log (1 — z™) and derive that

log 6ul@) = Y. (log(1—a™)) u(=-)

m=n

and 1.11 follows by equating the exponentials of both sides.

Formula 1.11 gives a practical way to compute a given cyclotomic polynomial. For instance,
when n = 6 from the above table we get

m 1 2 3 6

P 6 3 2 1
1 R RS B G
1—a™ 1—z 1—2%2 1—2% 1-—25
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Thus
(1—2)(1 —a%) _ (1+ %)
(1—22)(1—a?) (1+x)

We give below a list of the polynomials ¢,_1(z) as p runs over the first 14 primes.

= 1—z+2%.

P6(x)

o1(z) = —1+4+z

o) = 14z

bu(z) = 1+2°

do(r) = 1—x+2°

bro(z) = 1—z+a2?—2342*

br2(x) = 1 -2+t

b16(z) = 1428

p1g(x) = 1—a3+a5

paa(x) = l—ag+a2? -+t — 2P+ 28 — 2"+ 28 — 2% + 210
dos(z) = 1—a? +at—ab 42— 210 4 512

p30(x) = 14+az—a3—2* —2° + 27 + 28

p3g(z) = 1 — a5+ 2!?

buo(z) = 1— 2t +ab— 212 4210

bao(x) = 14z —a3—at4+2° 28— 2% 421 4212

We should point out the following important relation between the Euler ®-function and the
cyclotomic polynomials.

Theorem 1.3

degree ¢p(xr) = ®(n) 1.13

In particular

Y od) = n 1.14

Proof

The degree of the polynomial ¢, (z) may be computed by adding the degrees of the factors
in the numerator of 1.11 and subtracting the degrees of the factors in the denominator. In other
words we must have

n
d n = )
coree gu(e) = 3 ()

and 1.13 then follows from the identity in 1.8. We also see from formula 1.10 that n, which is the
degree of 1 — z™ must also be equal to the sum of the degrees of the factors ¢4(x) as d varies over
the divisors of n. This establishes 1.14 and completes our proof.
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2. Primitive Roots

We recall that if p is a prime then from Euler’s theorem we get that
a =1 (mod p) ( for a = 1,2,....,p—1) 2.1
This given, we say that a is a primitive root modulo p if and only if
a"#1 (Yi<p—1). 2.2
We have the following basic fact

Theorem 2.1
If a is a primitive root modulo p then the successive powers

at, a?, ..., a7t 2.3
give, modulo p, a permutation of the integers
L2, ..., p—1 2.4

Proof

Since a?~! = 1 none of the powers in 2.3 are congruent to 0 modulo p thus each evaluates
(mod p) to one of the integers in 2.4. Thus to show that the two sets of numbers in 2.3 and 2.4 are
identical we need only check that the integers in 2.3 are all different. However, this must be so, for
otherwise we would have two integers 1 < i < j < p — 1 such that

a = da  (mod p)

But then, multiplying by a?~'~* both sides of this relation we would get that
j—i

" =1 (modp)

and since, j — % < p — 1 this would contraddict the assumption that a is a primitive root modulo p.
This completes our proof.

We shall make use of the following basic result from number theory, which is proved in
exactly the same manner the analogous result is established in the complex number case.

Theorem 2.2
When p is a prime, a polynomial equation of degree n and integer coefficients

ao + ar + ax? + - + apx™ = 0 ((mod p)

has at most n distinct solutions.
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The following is a criterion that helps identify primitive roots at least in the case of suffi-
ciently small primes.

Theorem 2.3
FEach prime p has exactly ®(p — 1) primitive roots. In fact, a is a primitive root (mod p) if
and only if
¢p—1(a) = 0 (mod p ) 2.5
Proof

If a is any of the integers in 2.4 by Euler’s theorem we have
0 = 1—a”' (modp)
making use of formula 1.10, for n = p — 1 and z = a, we can rewrite this in the form
0 = H oa(a)  (mod p) .
d=p-1

Since p is prime, this equation can hold true if and only if at least one of the factors ¢4(a) vanishes
mod p. To visually understand the manner in which this factors are vanishing, it is best to represent
what happens by means of a table T' whose rows are indexed by divisors of p — 1 and whose columns
are indexed by the numbers 1,2,...,p — 1. Let for a moment, Ty , denote the entry in this table
that is at the intersection of the row indexed by the divisor d and the column indexed by a. This
given, let us set

)

1 if ¢p4(a) =0 (mod p)
Taa = {0 ifcﬁj(a) 0 (mod p)

Clearly, the number of ones in the row indexed by d, (by theorem 2.2), cannot exceed the degree of
¢a(x). This gives (in view of 1.13)

Z Tia <degree ¢q(x) = &(d) .
a€ll,p—1]

Now, formula 1.14 with n = p — 1 gives

Therefore we must conclude that
Yo D> Taw < p-1
d X p—1 a€[l,p—1]

In other words the total number of ones in the table is at most p — 1. On the other hand, since as
we have noted, each @« = 1,2,...,p — 1 must satisfy one of the equations ¢4(x) = 0, there must be
at one entry equal to 1 in each column. This gives

Z Z Td,a Zp_l

a€l,p—1] d X p—1
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These two inequalities have the following three basic consequences:

(1) The total number of 1’s isp — 1,
(2) There can be at most one entry equal to 1 in each column,
(8) The row indexed by d has exactly ®(d) entries equal to 1

Clearly (1) is immediate, and the negation of (2) forces the number of 1’s to be greater than
p — 1 while the negation of (3) forces the number of 1’s to be less than p — 1. In particular, from (3)
(for d = p — 1) we deduce that exactly ®(p — 1) of the numbers a = 1,2,...,p — 1 are solutions of

Pp-1y(x)=0  (mod p) . 2.6

To complete the proof we need only show that the primitive roots coincide with the solutions of this
equation. To this end note that if a is not a primitive root mod p then it must satisfy an equation
1—a" =0 (mod p) with some r < p— 1. This given, from 1.10 with n = r and = a we derive that
¢a(a) = 0 for some divisor d of r. This forces Ty, = 1. Since d < r < p — 1, we deduce from (2)
above, that there can be no 1 at the intersection of this column with the row indexed by p — 1. In
other words a cannot be a solution of 2.6. Conversely, if a is a primitive root, then it cannot satisfy
any of the equations ¢4(x) = 0 (mod p) for any d < p — 1 for otherwise from 1.10 with z = a and
n = d we would deduce that 1 — 2% =0 (mod p) contraddicting the assumption that a is primitive.
In summary, the primitive roots and only the primitive roots constitute the ®(p — 1) solutions of
2.6. This completes our proof.

To see an example, let us seek for the primitive roots modulo 7. We may ask if 2 is primitive.
The theorem requires that 2 be a solution of ¢g(z) =0 (mod 7). However, we see that

p6(2) = 1-2+22 = 3 (mod 7))
So 2 is not primitive. Let us try 3. In this case we get
$6(3) = 1-3+32 =7 =0 (mod7)

and we must conclude that 3 is primitive mod 7. It develops that in the search for primitive roots we
need only find one since all the others can be obtained as powers of it. In fact we have the following
result:

Theorem 2.4
If a is a primitive root mod p then the set of primitive roots mod p may be constructed as
the set of powers
{a" : (mnp—-1) =1 } 2.7
Proof
We simply note that the numbers a” with r relatively prime with p—1 must all be primitive.
In fact, if the greatest common divisor of r and p — 1 is 1 the we can find an integer s such that

rs =1 modp—1
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This gives that if b = a” then

b* = d® = a (mod p)

and if b where not primitive then for some i < p — 1 we would get

1= @®) = ) =d =1 (modp)

which would contraddict the primitivity of a. Since the cardinality of the set in 2.7 is given by
®(p — 1) and the number of primitive roots is (by theorem 2.7) also given by ®(p — 1). These two
sets must coincide as asserted.

Exercise
Use theorems 2.3 and 2.4 and the table of cyclotomic polynomials to determine all the
primitive roots modulo 19.



